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ABSTRACT
The last few years have seen an advancement in genomic research in bioinformatics. With the introduction of high-throughput
sequencing techniques, researchers now can analyze and produce a large amount of genomic datasets and this has aided the
classification of genomic studies as a “big data” discipline. There is a need to develop a robust and powerful algorithm and
deep learning methodologies can provide better performance accuracy than other computational methodologies. In this review,
we captured the most frequently used deep learning architectures for the genomic domain. We outline the limitations of deep
learning methodologies when dealing with genomic data and we conclude that advancement in deep learning methodologies
will help rejuvenate genomic research and build a better architecture that will promote a genomic task.

© 2021 The Authors. Published by Atlantis Press B.V.
This is an open access article distributed under the CC BY-NC 4.0 license (http://creativecommons.org/licenses/by-nc/4.0/).

1. INTRODUCTION

The domain of bioinformatics has gained significance through the
influence and relevance of Machine Learning (ML) methodolo-
gies. Many of the computational tools used in bioinformatics have
been addressed by the ML community. Recent advancements in
the Omics domain have brought about higher impactful collab-
orations between bioinformatics experts and ML experts. Several
ML methodologies have proven to be very useful in solving bioin-
formatics related research questions, notably problems based on
classification, clustering, and regression [1]. These methodologies
are applicable to functional genomics, gene-phenotype association,
gene structures, and gene interactions [2].

The emergence of “big data” has turned Deep Learning (DL)
approaches into a discipline in ML. ML models are now considered
to be effective and efficient to use to deal with big datasets [3] and
have achieved a high prediction accuracy in real-life applications.
However, they are still limited when compared with DL. The limi-
tation of the ML methodologies lies in the fact that they are unable
to handle raw data in their natural form [4]. Research has shown
that the DL can provide models with higher accuracy [5] and, to a
large extent, the models are efficient at discovering patterns which
enables them to be applied in a range of domains including engi-
neering, meteorology and medicine. Both the ML and DL require a
training dataset. The training dataset in DL is more demanding and
it affect the prediction value of the model.
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DL models were first designed in the 1980s and were based on the
concept of the Perceptron Model and the notion of neurons [5]. The
models are at the heart of the predictive model for big datasets [6].
The need for huge computing power and large training datasets for
DL models created a limitation for DL models until the introduc-
tion of high-performance graphics processing units (GPUs) with
parallel architecture which makes computing more realistic. The
motivation for this research is to understand the performance of
DL architectures in bioinformatic tasks. In recent times, DL archi-
tectures have been applied in different fields, including natural lan-
guage processing (NLP), computer vision, speech recognition, voice
recognition and genomics analysis. An integral component of the
DL models is the number of layers through which the data is trans-
formed and this shows how “deep” the layer is in the design of
the architecture. The DL network can have a multitude of layers,
often hundreds, while the traditional neural networks are known
for having only two or three layers. The choice of the DL net-
work for the predictive process requires a great deal of parallelisms
and special hardware for effective and sound prediction [7]. The
DL models are known for hardware limitations and huge resource
demands. To overcome these challenges, DL models have the capac-
ity to scaleup the training phase when they use pipeline parallelism.
Figure 1 shows some DL architectures. Figure 2 shows the bene-
fits of using DL in bioinformatics in the discovery of splice junc-
tion from deoxyribonucleic acid (DNA) sequences, recognition of
finger joints from X-ray images and detection of lapses from elec-
troencephalography (EEG) [1].

The goal of genomic research is to understand the various genomes
in different species. One notable highlight of genomic research is
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Figure 1 Showing deep learning architectures.

Figure 2 Deep learning models in bioinformatics.

the ability to study how genetic factors interact with the surround-
ing environment under different conditions. The study of genomes
involves understanding the genes that are possessed by an organ-
ism, while the study of genes is limited to the study of a spe-
cific number of genes. The study of the genomic makeup of homo

sapiens involves searching through genetic components, encom-
passing 3 billion units of DNA, that contain ribonucleic acid (RNA)
genes, long-rang regulating elements, protein-coding genes and
transposable elements [8]. Advances in genomic research, for exam-
ple, next-generation sequence technology that enables the entire
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DNA sequence of an organism to be readable, mean that this kind of
research is becoming ever more data-intensive. With a high volume
of facts and information generated by genomic research, there is
huge potential for scientific-based research that incorporates statis-
tical methods. The aim of using statistical methods is to identify the
various genomic elements, such as introns, promoters, enhancers
and exons. Models based on the DNA sequence can be built to pro-
vide insights into the biological mechanism of the genes. There are
many data types that are readily available, such as genomic assays
(RNA-seq expression), transcription factor (TF) binding chip-seq
data and chromatin accessibility assays (DNase-seq, MNase-seq,
FAIRE). A combination of different data can promote a better and
deeper understanding of the genes. The majority of these datasets
is available on most genomic portals such as NCBI (www.ncbi.
nlm.nih.gov), GDC (www.portal.gdc.cancer.gov), Ensembl (www.
ensembl.org).

The DL methodologies have helped provide high computation
power to resolve complex research hypotheses in genomics [7].
Much has been written about how DL methodologies have helped to
revolutionize the field of artificial intelligence. Advancements in DL
architectures such as Convolutional neural network (CNN), recur-
rent neural network (RNN) and long short-term memory (LSTM)
have helped push various architectural advancements in DL. The
fusion of the DL methodologies and genomic research will promote
a better understanding of genomics that will benefit many fields
including medicine, pharmacy, agriculture, and so on. The field
of medicine will transition from diagnostic gene therapies to per-
sonalized medicine when DL methodologies and genomic research
is combined and it will bring about high-performance computing
and a great abundance of genomic datasets. Therefore, the need to
design powerful DL methodologies to enhance the development of
the genomic industry necessary. This research is aimed at giving an
in-depth overview of the most current DL application in genomic
research.

This paper is organized as follows: Section 2 provides a descrip-
tion of DL architecture for genomic research. We describe the appli-
cation of each DL architecture in solving the genomic problem.
Section 3 describes the various advancements in DL architecture.
Section 4 describes the resources and methodology used to identify
the studies on DL architecture to be included in this review. The
search process, the selection process, and the analysis of the selected
studies were based on the research motivation. Section 5 provides
an overview of the discussion around gene expression and gives an
overview of gene transformation from DNA to mRNA and later to
protein. Section 6 provides an overview of the discussion on the
limitations of DL models in genomic research. Section 7 provides
a general discussion about DL models. Finally, Section 8 concludes
the paper and presents some possible future directions for further
study.

2. DL ARCHITECTURE FOR GENOMIC

The different DL algorithms have their respective advantages in
resolving specific problems in genomic applications. CNNs are
known for capturing features in image classification tasks and have
been adopted to automatically learn local and global characteriza-
tion of genomic data [9]. RNNs are famous for speech recognition
problems and are skilful enough at handling sequence data such
as DNA. The autoencoders are known for denoising capacity and

preprocessing of genomic data. At the point of designing DL mod-
els, the researcher could leverage the merits of DL algorithms to
efficiently extract reliable features and reasonably model biological
processes. This section reviews some aspects of some types of DL
architectures, focussing on how researchers can leverage the advan-
tages to benefit genomic research.

2.1. Artificial Neural Network

The most famous learning model is the artificial neural networks
(ANNs) model that was introduced in the 1950s and is still actively
studied to date [10]. Neural networks are made up of connected ele-
ments known as neurons, cells or nodes arranged into layers [11].
ANNs have an input layer where data enters the network, one or
more hidden layers and one transformed output layer. Every hidden
layer in the ANN is made up of several neurons, and each neuron is
fully connected to all neurons in the previous layer. Each connec-
tion in the network is quantified by its weight. The weights need
to be set to a favorable value, which is estimated through a train-
ing process for the network that is carried out to produce the cor-
rect output. Once the pattern is learned in the network, the network
can be used to make predictions on new data, that is, to general-
ize to new data. ANNs are difficult and computationally expensive
to train but they are flexible and are able to model and solve com-
plicated problems [12]. Recently, AN Ns have become one of the
prominent and most studied methods in ML. The growth in the use
of ANNs is due to the growth of big data, the availability of pow-
erful processors for parallel computations, the ability to tweak the
algorithms used in constructing and training the networks, and the
development of frameworks that are easy to use.

2.2. Convolutional Neural Network

CNNs are known to be one of the most successful DLmodels for
image processing because of their ability to analyze spatial infor-
mation. The early adoption of CNNs in genomics was in the area
of computer vision [13]. The adaptation of CNNs from computer
vision to genomics was made possible by assimilating a window
of genome sequencing as an image. Research in this area repre-
sented the genome sequence as a fixed length of a 1D sequence win-
dow with four channels (A, C, G, T) rather than 2D images with
three color channels (R, G, B). With this, CNNs can perform a sin-
gle sequence through the 1D convolutional kernel. The important
feature of CNNs is their ability to perform adaptive feature extrac-
tion during the training process. For example, CNN can deter-
mine meaningful recurring patterns with small variances, such as
genomic sequence motifs [14].

CNNs have outperformed other existing methods in the domain
of sequence-based problems. CNNs were successfully applied
to model sequence specificity of protein binding [15,16]. A
convolutional three-layer network of CNN models was developed
to predict the effects of noncoding variants of TF binding, DNA
accessibility and histone marks of sequences from the only genomic
sequence. Research has shown that CNN has surpassed other exist-
ing methods [15], so developing structures that are not appropriate
would yield a poorer result than convolutional models. The abil-
ity to match a CNN architecture to a given task lies in harnessing
the power of CNNs. Researchers are expected to have a better
and more detailed understanding of CNN architectures and also
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take into account biological knowledge. A parameterized CNN was
developed to conduct a systematic exploration of CNN on two
classification tasks: motif discovery and motif occupancy. They
performed a hyperparameter search using Mri 6 and examined the
performance of nine variants of CNNs. The researchers concluded
that CNNs do not necessarily have to be deep to carry out the motif
discovery task as long as the structure is appropriately designed. In
genomic research, since DL models are always over-parameterized,
simply changing the network depth would not account for much
improvement in model performance. Researchers should pay more
attention to particular techniques that can be used in CNNs, such as
the kernel size, the number of the feature map, the design of pool-
ing or convolution kernels and the choice of window size of input
DNA sequences [16].

2.3. Recurrent Neural Network

There has been a surge of interest in RNNs following impressive
results obtained in challenging sequential prediction problems such
as NLP, language translation and speech recognition. RNNs outper-
form CNNs and other deep neural networks on data that is highly
dependent on the ordering of the sequence in memorizing long-
range information through loops in networks. The input data are
processed sequentially by RNNs. Past information can be stored
implicitly by recurrent computation in the hidden state units where
cyclic connections exist, then the model output will be an integrated
result considering the current input and all previous inputs. Bidirec-
tional recurrent neural networks (BRNNs) were proposed for other
scenarios where both past and future inputs matter [4]. The cyclic
structure makes a seemingly shallow RNN over long-time predic-
tion very deep if unrolled in time. To resolve the problem of van-
ishing gradient created by this fact, the hidden unit of the RNNs is
substituted with LSTM units to truncate the gradient propagation
appropriately [17]. RNNs have several applications in bioinformat-
ics. They are used for genome base calling [18], quantification of

noncoding DNA [19] and protein prediction of subcellular location
from protein sequences [20].

2.4. Autoencoder

An autoencoder is a form of ANN that is known for learning effi-
cient data coding in an unsupervised manner. Autoencoders are
used as preprocessing tools to initialize the network weight but,
in recent times, the range of autoencoders has been extended to
include stacked autoencoders (SDAa), denoising autoencoders and
contractive autoencoders among others [8]. Autoencoders have
recorded many success stories relating to the task of feature extrac-
tion because they can learn a compact representation of input
through a procedure known as the encode–decode procedure [8].
Many autoencoder variants have been applied in different appli-
cations. For example, a SDAs has been applied for gene cluster-
ing tasks [21]. Autoencoders have also been used for the task of
dimensionality reduction in gene expression [22]. A very important
fact to note about the application of autoencoders is that a better
reconstruction accuracy does not necessarily translate into model
improvement [23]. Table 1 below shows the purpose and strength
of the DL architectures discussed in this section.

3. UPCOMING ARCHITECTURES

DL models have constantly shown some level of success in
genomics. The expectation of researchers in bioinformatics from
DL models is higher accuracy. This goes beyond outperforming sta-
tistical or ML methods. The most recent work on genomic problems
is an approach beyond classical DL architecture to more advanced
models. In this section, we review some emergent DL architectures
that are skilfully modified or a combination of some classical DL
models.

Table 1 Deep learning architecture purpose and strength.

Paper Purpose Strength
[10] To investigate the historical background of ANNs and their applica-

tions within the healthcare system.
The researchers identified the strength of ANN and other forms of
deep learning model applications in healthcare.

[12] To capture an extensive and comprehensive discussion about ANNs
and other machine learning models.

A complete chapter was dedicated to ANNs. The various transfor-
mation stages of ANNs over the years from a historical point of view
were all captured in the chapter. The chapter also captured the math-
ematical building blocks of ANNs based on supervised learning and
unsupervised learning.

[13] To develop a deep learning model (CNNs) to classify the images in
the ImageNet 2010 contest.

On the dataset, the authors achieved a top-1 and top-5 rate of 37.5%
and 17.0% in 2010. In 2012, the authors achieved a top-5 test error
rate of 15.3% using CNNs compared to 26.2% that was achieved by the
second-best entry.

[14] To develop a deep coevolutionary network to classify genomic
sequence on transcription factor binding site task.

The system developed by the authors is known as Deep Motif
(DeMo). The DeMo was able to extract motifs that are similar to and,
in some cases, outperformed the current well-known motifs. The
research also shows that a deep model consisting of several coevolu-
tionary layers can outperform a single convolutional and fully con-
nected layer.

[15] To show how prostate segmentation in TRUS images informed by
MRI priors can improve prostate segmentation that relies only on
TRUS images.

The authors proposed a TRUS segmentation technique that is fully
automatic and uses MRI priors. The algorithm used a convolutional
neural network to segment the prostate in TRUS images. The method-
ology achieved more accurate segmentation of the base and apex with
MRI segmentation.

Continued
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Table 1 Deep learning architecture purpose and strength. (Continued)

Paper Purpose Strength
[16] To harness the power of CNN architecture for computational biology

application.
The authors presented a systematic exploration of CNN architectures
for predicting DNA sequence binding using a large compendium of
transcription factors dataset. The best performing architecture was
achieved by varying CNN width, depth, and pooling designs. The
research showed that additional convolutional kernels to a network
are important for the motif-based task.

[8] To capture the strength of different deep learning models from a
genomics perspective.

The research was able to present a concise view of autoencoder deep
learning applications in various aspects of genomic research.

[21] To demonstrate the use of an autoencoder as a preprocessing step for
a popular learning task.

The autoencoder architecture was used to regenerate gene expression
time-series data for two different datasets. The autoencoder’s perfor-
mance was promising when tested with two popular datasets.

[22] To develop computational methods that will facilitate hypothesis
generation and biological interpretation of genomic datasets.

The authors developed a methodology known as Analysis using
Denoising Autoencoder of Gene Expression (ADAGE). ADAGE
was able to identify differences between strains, model the cellular
response of low oxygen and predict the involvement of biological pro-
cesses based on low-level gene expression differences.

[23] To use a variational autoencoder to improve the accuracy of drug
response prediction.

The authors developed the Drug Response Variational Autoencoder
(Dr.VAE) model. The model outperforms the current Benchmark
between 3 to 11% AUROC and 2 to 30% AUPR. It was noted in the
research that better reconstruction accuracy does not necessarily
translate into improved classification accuracy.

[4] To describe deep learning techniques used by practitioners in indus-
try, including deep feedforward networks, sequence modellng and
practical methodology.

The research captures a wide range of discussion in relation to deep
learning such as probability and information theory, numerical com-
putation and machine learning.

[17] To investigate the feasibility of using adversarial training for a
sequential model (RNNs) with continuous data and evaluate the
model using classical music in freely available midi files.

The results of the experiments show that adversarial training helps the
model learn patterns with more variability and a larger tone span. The
ability of the model to output more than one tone per LSTM call helps
to generate music with a higher polyphone score.

[18] To come up with an open source DNA base caller using a deep
recurrent neural network.

The authors employed a carefully crafted RNN to show that availabil-
ity of an open source tool with high base scaling accuracy will be very
useful for the development of new applications.

[19] To develop a predictive model of noncoding DNA. The researchers proposed DanQ, a novel hybrid convolutional and
bidirectional long short-term memory recurrent neural network
framework for predicting noncoding functions from sequence. DanQ
improves considerably upon other models across several metrics.

[20] To demonstrate that LSTM networks can predict the subcellular
location of proteins.

The authors showed that the LSTM model can predict the subcellular
location of protein given only the protein sequence. Accuracy of 0.902
was achieved which surpasses other state-of-the-art algorithms.

3.1. Enhancement of Classical Models

New architectures emerge from modifications made to the classical
DL models. Researchers use their intuition to solve genomic prob-
lems by designing a suitable model. The work of [24] was moti-
vated by the fact that protein folding is known to be a progressive
refinement rather than an instantaneous process. The deep spatio-
temporal neural network (DST-NNs) architecture was designed for
the residue to residue contact prediction. The architecture consists
of 3D stack neural networks that have the same topological struc-
ture (same input, hidden and output layer sizes) for each stack.
Every stack level in the network is regarded as a distinct contact pre-
dictor and can be trained in a supervised manner to refine the pre-
dictions provided in the previous level. The refinement helps solve
the problem of vanishing gradient in deep architectures. The spatial
feature of the DST-NNs architecture references the original model
inputs, while the temporal features are altered from time to time to
progress the upper layers. The DeepCpG (deep cytosine and gua-
nine separated by only one phosphate group) [25] is a deep archi-
tecture for predicting the methylation state of CpG dinucleotide in

multiple cells. The DeepCpG consists of two CNNs and pooling
layers to identify predictive motifs from the local sequence con-
text and one fully connected layer to model motif interactions. The
DeepCpG architecture allows the input of incomplete DNA methy-
lation profiles to discover the predictive sequence motifs and also
to quantify the effect of the sequence mutation [25]. The CpG
model scans the neighborhood of multiple cells row by row, using a
bidirectional gated recurrent network (GPU). The compressed fea-
tures are yielded in a vector of constant size. The higher-level fea-
ture derived from the DNA-and-CpG model to predict methylation
states in the cells is learned by the interaction of the joint model.

3.2. Deep Hybrid Architecture

The strengths of every DL architecture inspire researchers to
develop a hybrid architecture that could leverage the potentials of
multiple DL architectures. A hybrid convolutional and recurrence
deep neural network (DeepQ) to predict the function of noncod-
ing DNA from the sequence was developed by [19]. The input
to the DeepQ architecture is a DNA sequence that is represented
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as a one-hot representation of the four bases. This input goes into
a CNN with the aim of scanning motif sites. Motifs are known
to follow a regulatory grammar and are governed by the phys-
ical constraint that is involved with their spatial arrangements
and frequencies of combinations of DNA sequences. The motifs
learned by CNN are then fed into the bidirectional long short-term
memory (BLSTM) [19]. The Deep GDashboard was developed
by [14]. The Deep GDashboard is a suite of visualization strate-
gies to extract motifs or sequence patterns from the deep neural
network model for transcription factor binding site (TFBS) classi-
fication. The understanding of the Deep GDashboard was demon-
strated with three deep architectures: convolutional, recurrent and
convolutional-recurrent networks (CNN-RNN), and the features
generated by each network were validated through visualization
techniques. The experimental results of the TFBS classification task
show that the CNN-RNN outperformed the CNN or RNN alone.
The visualization based on features achieved by Deep GDashboard
shows that CNN-RNN architecture can model both motifs as well
as dependencies among them [14].

4. RESOURCES AND METHODOLOGIES

This study aims to provide a concise review of DL methodolo-
gies within the genomic domain. The study did not capture stud-
ies that focus on radio-genomics DL architecture that are used for
image capturing purposes [26]. The study focuses on literature that
involves DL models being applied in gene expression. For the liter-
ature review, the narrative and scoping literature review approach
was adopted [27] and a research search strategy was developed. This
is illustrated in Figure 3 below.

The RNN and LSTM were used by DeepTarget [28] and deep
MirGene [29] respectively for micro ribonucleic acid (miRNA)
and target prediction using expression data. Both the DeepTarget
and deepMirGene algorithms proved that miRNA can be predicted
more accurately than when using a non-DL model such as Tar-
getScan [30]. The DL model does not require any handcrafting fea-
tures that are used in the other non-DL model. Tables 2 and 3 show
the application of RNN and LSTM DL models in genomics.

Figure 3 Process flow of the search, selection and analysis of the comprehensive literature review.

Table 2 List of works showing the application of RNN deep learning model in genomics.

Name Publication Omic Dataset Purpose Accuracy Performance Gap
DeepTarget [28] Size prediction 0.96 +25% F-measure

Outperformlinear
D-GEX [33] Expression

of Landmark
genes

Gene expres-
sion inference

An overall error of
0.3204 ± 0.0879

regression and KNN
in most of the target
genes

Table 3 List of Works showing the application of LSTM deep learning model in genomics.

Name Publication Omic Dataset Purpose Accuracy Performance
Gap

DeepMirGene [23] Positive premiRNA
and non-miRNA

miRNA target 0.89 Sensitivity +4% f-measure

AttentiveChome [29] Histone modification Classify gene
expression

AUC = 0.81 Marginally
better than
DeepChrome
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The first approximation on how best to apply a multi-layer free-
forward ANN to analyze RNA-seq gene expression data was pre-
sented in [31]. The free-forward ANN model outperformed the
Least Absolute Shrinkage and Selection Operator (also known as
LASSO) in analyzing RNA-seq gene expression profiles data. An
effective approach for using a deep network as a preprocessing step
for clustering gene expression data was demonstrated by Gupta
[21]. The authors used a DL model in the preprocessing step that
involved clustering the yeast expression microarrays into modules
that simulate the cell cycle processes. The final result showed that
the DL methodology outperformed the principal component anal-
yses (PCA) algorithm. To achieve a better result, the authors used
deep aelief with auto encoder (AE) for the learning process which
is an unsupervised learning approach for gene selection. In the
recovery of organzsation transcriptomic machinery [32] used AE
on yeast complementary seoxyribonucleic acid (cDNA) microar-
ray data to learn the encoding system of yeast transcriptomic
machinery.

A special case of AE is the shallow denoising AE in which the
model feeds the input data with noise. This special AE has been
evaluated for its usefulness in the domain of genomics. An analy-
sis of auto encoders of gene expression (ADAGE) was carried out
by [22] on publicly available gene expression data to identify dif-
ferences between strains and predict the involvement of biological
processes based on low-level gene expression differences. In term of
gene data expression inferencing, the authors of deep learning for
gene expression (D-GEX) provided a deep architecture to infer the
expression of target genes from the expression available on land-
mark genes [33]. The sum of 111,000 public expression profiles
from gene expression Omnibus (https://www.ncbi.nlm.nih.gov/
geo/) was used by D-GEX which trained a multi-layer feedforward
deep neural network with three hidden layers. The results showed
that the DL model provided better accuracy than the linear regres-
sion when it came to inferring the expression of human genes (about
21,000) based on the landmark genes (about 1,000). Although the
DL model achieves a higher level of accuracy when compared with
other existing ML models, the architecture of the model still needs
to be improved as its performance is still quite poor. Tables 4 and 5

show the application of autoencoder and ANN DL models in
genomics.

A CNN method known as DeepChrome was used to auto-
matically learn combinatorial interactions among histone mod-
ification marks for gene expression prediction purposes [34].
DeepChrome accuracy prediction outperforms other existing mod-
els, such as support vector machine and Random Forest for Boolean
(high/flow) gene expression using histone modification as input.
AttentiveChrome [35] is another variant of DeepChrome that
was developed by the same authors of DeepChrome. The Atten-
tiveChrome is an LSTM model developed to enhance the capac-
ity of the DeepChrome using a unified architecture to interpret
dependencies among chromatin factors to control gene regulation.
Another CNN architecture is the Deep Variant [36]. This is a CNN
caller that proved to outperform all non-DL state-of-the-art vari-
ant callers. Using different versions of the human genome built for
training and testing, the deep variant presents a generalization that
goes beyond just the training dataset. The deep variant was trained
on an independent set of samples and was tested against a mouse
dataset; it achieved a level of accuracy that outperformed training
on the mouse data itself. To predict locus-specific signals from epi-
genetic assays using a DNA sequence, the DeepFIGV DL model was
used [37]. The DeepFIGV can model quantitative variation in the
epigenome using many experiments from the same cell type and
assay by integrating the whole-genome sequencing to create a per-
sonalized genome sequence for each individual.

A CNN model for predicting response to therapy in cancer was
implemented in [38]. The training model’s task was to predict
drug response using a pharmacogenomic database of 1001 cancer
cells. The DL method outperformed the current state-of-the-art ML
frameworks for this specific task. Table 6 show the application of
CNN DL models in genomics. A multimodal deep belief framework
that can integrate DNA methylation, miRNA, and gene expression
data for the identification of cancer subtypes was proposed by [39].
The proposed method exploits the complex cross-modality cor-
relation and the deep intrinsic statistical properties among multi-
platform input data.

Table 4 List of Works showing the application of Autoencoders based deep learning model in genomics.

Name Publication Omic Dataset Purpose Accuracy Performance
Gap

DeepNet [18] Time-series gene
expression

Preprocessing steps for
clustering

- Better than PCA

ADAGE [19] cDNA Microarrays Organization of transcrip-
tomic prediction

- Significant over-
lap with previous
studies

DeePathology [34] mRNA and miRNA Predicts tissue of origin,
normal or disease state
and cancer types

99.4% accuracy
for cancer sub-
types

95.1% for SVM

Table 5 List of Works showing the application of ANN deep learning model in genomics.

Name Publication Omic Dataset Purpose Accuracy Performance Gap
DeepNet [25] RNA-seq Control cases 0.7 Same of worst AUC

from LASSO
DeepVariant [32] Cell-line with

drug response
Predict drug
response

AUC = 0.65 Outperform RF 0.54
AUC

https://www.ncbi.nlm.nih.gov/geo/)
https://www.ncbi.nlm.nih.gov/geo/)
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The DeePathology is another multimodal DL model in genomics.
The DeePathology is a DL method used in the area of gene infer-
encing. The method can simultaneously infer various properties of
biological samples, through multi-task and transfer learning. The
model can accurately predict tissue and disease type and it does this
by encoding the whole transcription profile [40].

5. EXPRESSING GENE

Gene expression is the process of converting the genetic instruc-
tions in the DNA into functional products such as proteins and
other molecules. The gene encodes proteins and proteins dictate
cell functions. The genetic code of the gene, which is also known as
the nucleotide sequence, is used to regulate the cells’ function and
direct protein synthesis. The self-regulation of the cells is achieved
by adjusting the amount and type of proteins the nucleotide pro-
duces. The gene expression process allows for cells to respond to
the ever-changing environment and help the cells to self-regulate
by adjusting the amount of proteins the gene produces. A review
of some research studies that applied DL to analyze how the gene
is expressed and regulated is presented in the next sub-section.
Figure 4 shows how a pair of DNA strands is expressed to proteins.

5.1. Characterization of Gene Expression

Historically, gene expression is measured by low-throughput
fluorescence-based methods, microarray technologies, quantita-
tive polymerase chain reaction (qPCR), and so on, and in recent
time changed to performing RNA sequencing (RNA-seq) to cat-
alogue whole transcriptomes. Gene expression profiling, which is
the process of measuring the activity of thousands of genes at
once, has been used to determine the cellular state in response to
genetic perturbations, drug treatment and various diseases. There
has recently been a breakthrough in gene expression profiling and
this has helped to lower the costs of whole-genome gene expres-
sion. However, the costs of engaging an academic laboratory to

perform a whole-genome gene expression profile over a large num-
ber of conditions remain very high. There has been an increase in
the number of genome-wide gene expression assays and these cut
across different species and are publicly available in the form of a
database. For example, the connectivity Map (cMap) project that
maps molecules that are functionally connected was created to serve
as a reference point for collection of gene expression profiles [35].
The database facilitates the computational model for the biologi-
cal interpretation of these data. The application of principal com-
ponent analysis (PCA) on gene expression data to capture the var-
ious gene clusters has shown that the PCA tool has failed to cap-
ture some biological considerations, rendering it ineffective [41]. In
2014, Tan and others presented an unsupervised features construc-
tion and knowledge extraction approach to genome-wide assay. The
approach helped capture the key biological principles in breast can-
cer with the application of a stacked denoising autoencoder [42].
The ADAGE project was used to extract relevant patterns from the
large-scale gene expression datasets. An enhanced ADAGE was pre-
sented in 2016 by the same authors. The improved ADAGE can con-
struct features that contain both clinical and molecular information
[22]. The authors were able to uncover similarities among genes
that share the Kyoto Encyclopedia of Gene and Genomes (KEGG)
pathways without prior knowledge. In 2017, Tan and others also
developed an ensemble ADAGE (eADAGE) to integrate stable sig-
natures across models [2]. The three studies are very similar and
all used the Pseudomonas aeruginosa gene expression datasets. In
2015, Gupta demonstrated the efficacy of using enhanced data by
using a multi-layer denoising autoencoder. The multi-layer denois-
ing autoencoder was used to cluster yeast expression microarrays
into known modules representing cell cycle processes [21]. In 2016,
Chen was motivated by the hierarchical organization of yeast tran-
scriptomic machinery. He used a four-layered autoencoder network
with each layer accounting for a specific biological process in the
gene expression. This research introduced sparsity into the autoen-
coders [32]. The work demonstrated denoising autoencoders over
PCA and independent component analysis (ICA). The unsuper-
vised model helped identify gene signatures that may have been
overloaded.

Table 6 List of Works showing the application of CNN deep learning model in genomics.

Name Publication Omic Dataset Purpose Accuracy Performance Gap
DeepChome [28] Histine modifi-

cation
Classify gene
expression

80% AUC +5% from SVM
+2% from RF

DeepVariant [30] Whole-genome
sequence

Variant caller 99.45% FI Produce more
accurate results

DeepFIGV [31] Whole-genome
sequence

Predict quantitative
epigenetic variation

z-scores DNase rho =
0.0802, P = 5.32e-16

Figure 4 Show how gene is expressed from a pair of DNA strand to proteins.
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6. LIMITATIONS OF DL MODEL
IN GENOMIC

The application of the DL model in genomic mapping is in the early
stages and a great deal of work still needs to be done given the limi-
tations that are associated with applying DL methodologies to Omic
datasets. The following are some of the limitations:

6.1. The Curse of Dimensionality

This is the most pronounced limitation in artificial intelligence
when Omic datasets are applied with DL models [43]. Genomic
datasets are known for presenting a huge number of variables and a
small number of samples. The genomic domain is considered to be
a big data domain in terms of the data volume. The fact that Omic
datasets have a smaller number of samples presents a huge problem
for genomic, DL, and ML algorithms [44]. Although some reposi-
tories provide access to public genomic datasets, a great deal of pre-
processing and harmonization has to be performed on these public
datasets for DL training tasks.

6.2. Class Imbalance

It is a known fact that genomic datasets that are sourced from var-
ious public repositories usually feature an inherent class imbalance
and DL models cannot be effective until sufficient instances per
class are available. Research has shown that transfer learning can
help deal with the challenge of the imbalance problem [42] since the
model can be trained with a general dataset [45].

6.3. Heterogeneity of Data

The genomic dataset is heterogeneous. Genomic data includes (i)
sequenced genes; (ii) genome alternation; (iii) gene expression pro-
files; (iv) gene interaction at a biological systems level; and (v) gene
variants. One of the limitations of integrating this subgroup is the
interdependencies among these heterogeneous groups.

6.4. Interpretation of Model

Model interpretation is one of the issues for DL architecture [39].
In the bioinformatics domain, researchers prefer the white box
approach over the black box approach because it is very diffi-
cult to understand the learned pattern and extract the relationship
between the data and outcomes due to the structure of DL models.

6.5. Parameter and Hyperparameter
Tunning

Model tunning is one of the difficult steps in DL. Analyzing the
initial results helps the tunning process because parameter tun-
ing correlates with research questions and datasets. The hyperpa-
rameter tuning for DL architectures is the learning rate, batch size,
momentum, and weight decay. If any of the hyperparameters is
wrongly tuned it may result in underfitting or overfitting of theDL
models [46].

7. FUTURE PERSPECTIVE

There is a rapid evolution in the methods for heterogeneous data
and source integration in bioinformatics and computational biol-
ogy. The need to improve on the ability to describe and represent
biomedical findings on different omics datasets is very important.
Neural networks have been adopted since the 1950s in solving prob-
lems. Some level of progress has been recorded in recent times in
DL methods due to a better understanding of the learning systems,
decline in computational cost, integration of different technolo-
gies and increase in computational power. However, the limitation
of DL models discussed in the previous section are still situations
where the model fails, underperform and need to be improved. DL
models have an advantage over other genomics algorithms in the
preprocessing steps that traditionally are known to be error-prone
and time-consuming. DL methods require huge computing power
and memory, thus they are not required to be applied to moderate-
size genomic datasets. A better understanding of DL methods will
provide a better interpretation of the model. To mitigate the short-
comings of DL methods, there is a need to improve the existing the-
oretical foundation of DL based on experimental data, this will help
the performance of individual neural network model.

8. CONCLUSION

The genomic domain is a very challenging area for the DL model
when compared to other domains such as computer vision, speech
recognition, and NLP. This is because of our inability to interpret
genomic information. Based on the studies reviewed above, it is
obvious that the rejuvenation of DL methodologies can help pro-
mote better state-of-the-art architecture in the genomic domain
that will solve the genomic task. DL methodologies have led to
better results in genomics than some computational methods with
regards to predictive performance, although they lag behind tradi-
tional statistical inference methods when it comes to interpretation.
The predictive performance of DL methodologies has not reached
real-world application expectations. There is the need to make a
conscious effort to analyze and compare datasets that are privately
and publicly available together to increase the role of DL method-
ologies in genomic prediction and prognosis.

CONFLICTS OF INTEREST

The authors declare they have no conflicts of interest.

AUTHORS’ CONTRIBUTIONS

Y. A. Abass wrote the manuscript with contributions from S.
Adeshina.

ACKNOWLEDGMENTS

The authors thank the National Information Technology Devel-
opment Agency (NITDA) and Nile University of Nigeria (NUN)
for supporting Y.A. Abass studies in Nigeria. The authors thank
the anonymous reviewers for their objective remarks, and for their
suggestions on the deep learning architectures discussion, which
greatly contributed to this paper.



10 Y. A. Abass and S. A. Adeshina / Journal of Artificial Intelligence for Medical Sciences 2(1-2) 1–11

REFERENCES

[1] S. Min, B. Lee, S. Yoon, Deep learning in bioinformatics, Brief.
Bioinform. 18 (2017), 851–869.

[2] J. Tan, G. Doing, K.A. Lewis, C.E. Price, K.M. Chen, K.C. Cady,
et al., Unsupervised extraction of stable expression signatures
from public compendia with an ensemble of neural networks, Cell
systems, 5 (2017), 63–71.

[3] L. Zhang, J. Tan, D. Han, H. Zhu, From machine learning to deep
learning: progress in machine intelligence for rational drug dis-
covery, Drug Discov. Today. 22 (2017), 1680–1685.

[4] I. Goodfellow, Y. Bengio, A. Courville, Y. Bengio, Deep Learning
(no. 2), MIT Press, Cambridge, MA, USA, 2016.

[5] D.C. Hood, C.G. Moraes, Efficacy of a deep learning system for
detecting glaucomatous optic neuropathy based on color fundus
photographs, Ophthalmology. 125 (2018), 1207–1208.

[6] M. Alphy, A.J.I. Sharma, A literature review on different types of
machine learning methods in web mining, Int. J. Psychosoc. Reha-
bilitation. 24 (2020), 1761–1769.

[7] Y. LeCun, 1.1 deep learning hardware: past, present, and future,
in 2019 IEEE International Solid-State Circuits Conference-
(ISSCC), IEEE, San Francisco, CA, USA, 2019, pp. 12–19.

[8] T. Yue, H. Wang, Deep learning for genomics: a concise overview,
2018. https://arxiv.org/abs/1802.00810.

[9] J. Zou, M. Huss, A. Abid, P. Mohammadi, A. Torkamani, A.
Telenti, A primer on deep learning in genomics, Nat. Genet. 51
(2019), 12–18.

[10] G. Hinton, Deep learning—a technology with the potential to
transform health care, JAMA. 320 (2018), 1101–1102.

[11] G. Choy, et al Current applications and future impact of machine
learning in radiology, Radiology. 288 (2018), 318–328.

[12] A. Brahme, Comprehensive Biomedical Physics, Newnes, 2014.
[13] A. Krizhevsky, I. Sutskever, G.E. Hinton, Imagenet classification

with deep convolutional neural networks, Commun. ACM. 60
(2017), 84–90.

[14] J. Lanchantin, R. Singh, Z. Lin, Y. Qi, Deep motif: visu-
alizing genomic sequence classifications, arXiv preprint
arXiv:1605.01133, 2016.

[15] Q. Zeng, et al Prostate segmentation in transrectal ultrasound
using magnetic resonance imaging priors, Int. J. Comput. Assist.
Radiol. Surg. 13 (2018), 749–757.

[16] H. Zeng, M.D. Edwards, G. Liu, D.K. Gifford, Convolutional neu-
ral network architectures for predicting DNA–protein binding,
Bioinformatics. 32 (2016), i121–i127.

[17] O. Mogren, C-RNN-GAN: continuous recurrent neural net-
works with adversarial training, arXiv preprint arXiv:1611.09904,
2016.

[18] V. Boža, B. Brejová, T. Vinař, DeepNano: deep recurrent neural
networks for base calling in MinION nanopore reads, PLOS ONE.
12 (2017), e0178751.

[19] D. Quang, X. Xie, DanQ: a hybrid convolutional and recur-
rent deep neural network for quantifying the function of DNA
sequences, Nucleic Acids Res. 44 (2016), e107–e107.

[20] S.K. Sønderby, C.K. Sønderby, H. Nielsen, O. Winther, Convolu-
tional LSTM networks for subcellular localization of proteins, in
International Conference on Algorithms for Computational Biol-
ogy, Mexico City, Mexico, 2015, pp. 68–80.

[21] A. Gupta, H. Wang, M. Ganapathiraju, Learning structure in gene
expression data using deep architectures, with an application to

gene clustering, in 2015 IEEE International Conference on Bioin-
formatics and Biomedicine (BIBM), IEEE, Washington, DC, USA,
2015, pp. 1328–1335.

[22] J. Tan, J.H. Hammond, D.A. Hogan, C.S. Greene, Adage-
based integration of publicly available pseudomonas aeruginosa
gene expression data with denoising autoencoders illuminates
microbe-host interactions, MSystems, 1 (2016), p. e00025–15.

[23] L. Rampasek, D. Hidru, P. Smirnov, B. Haibe-Kains, A. Gold-
enberg, Dr. vae: drug response variational autoencoder, arXiv
preprint arXiv:1706.08203, 2017.

[24] P. Lena, K. Nagata, P. Baldi, Deep spatio-temporal architectures
and learning for protein structure prediction,Adv. Neural Inf. Pro-
cess. Syst. 25 (2012), 512–520.

[25] C. Angermueller, H.J. Lee, W. Reik, O. Stegle, DeepCpG: accu-
rate prediction of single-cell DNA methylation states using deep
learning, Genome Biol. 18 (2017), 1–13.

[26] E. Trivizakis, et al Artificial intelligence radiogenomics for
advancing precision and effectiveness in oncologic care, Int. J.
Oncol. 57 (2020), 43–53.

[27] L. Aristodemou, W.P.I. Tietze, The state-of-the-art on Intellectual
Property Analytics (IPA): a literature review on artificial intelli-
gence, machine learning and deep learning methods for analysing
Intellectual Property (IP) data, World Patent Inf. 55 (2018),
37–51.

[28] B. Lee, J. Baek, S. Park, S. Yoon, deepTarget: end-to-end
learning framework for microRNA target prediction using deep
recurrent neural networks, in Proceedings of the 7th ACM Inter-
national Conference on Bioinformatics, Computational Biology,
and Health Informatics, 2016, pp. 434–442.

[29] S. Park, S. Min, H. Choi, S. Yoon, deepMiRGene: deep neu-
ral network based precursor microrna prediction, arXiv preprint
arXiv:1605.00017, 2016.

[30] B.P. Lewis, I.-H. Shih, M.W. Jones-Rhoades, D.P. Bartel, C.B.
Burge, Prediction of mammalian microRNA targets, Cell. 115
(2003), 787–798.

[31] D. Urda, J. Montes-Torres, F. Moreno, L. Franco, J.M. Jerez, Deep
learning to analyze RNA-seq gene expression data, in Interna-
tional Work-Conference on Artificial Neural Networks, Cadiz,
Spain, 2017, pp. 50–59.

[32] L. Chen, C. Cai, V. Chen, X. Lu, Learning a hierarchical repre-
sentation of the yeast transcriptomic machinery using an autoen-
coder model, BMC Bioinform. 17 (2017), S9.

[33] Y. Chen, Y. Li, R. Narayan, A. Subramanian, X. Xie, Gene expres-
sion inference with deep learning, Bioinformatics. 32 (2016),
1832–1839.

[34] R. Singh, J. Lanchantin, G. Robins, Y. Qi, DeepChrome: deep-
learning for predicting gene expression from histone modifica-
tions, Bioinformatics. 32 (2016), i639–i648.

[35] J. Lanchantin, R. Singh, B. Wang, Y. Qi, Deep motif dashboard:
visualizing and understanding genomic sequences using deep
neural networks, Pac. Symp. Biocomput. 22 (2017), 254–265.

[36] R. Poplin, et al A universal SNP and small-indel variant caller
using deep neural networks, Nat. Biotechnol. 36 (2018), 983–987.

[37] G.E. Hoffman, J. Bendl, K. Girdhar, E.E. Schadt, P. Roussos,
Functional interpretation of genetic variants using deep learning
predicts impact on chromatin accessibility and histone modifica-
tion, Nucleic Acids Res. 47 (2019), 10597–10611.

[38] T. Sakellaropoulos, et al A deep learning framework for predicting
response to therapy in cancer, Cell Rep. 29 (2019), 3367–3373.

https://doi.org/10.1093/bib/bbw068
https://doi.org/10.1093/bib/bbw068
https://doi.org/10.1016/j.cels.2017.06.003
https://doi.org/10.1016/j.cels.2017.06.003
https://doi.org/10.1016/j.cels.2017.06.003
https://doi.org/10.1016/j.cels.2017.06.003
https://doi.org/10.1016/j.drudis.2017.08.010
https://doi.org/10.1016/j.drudis.2017.08.010
https://doi.org/10.1016/j.drudis.2017.08.010
https://doi.org/10.1016/j.ophtha.2018.04.020
https://doi.org/10.1016/j.ophtha.2018.04.020
https://doi.org/10.1016/j.ophtha.2018.04.020
https://doi.org/10.37200/IJPR/V24I1/PR200276
https://doi.org/10.37200/IJPR/V24I1/PR200276
https://doi.org/10.37200/IJPR/V24I1/PR200276
https://doi.org/10.1109/ISSCC.2019.8662396
https://doi.org/10.1109/ISSCC.2019.8662396
https://doi.org/10.1109/ISSCC.2019.8662396
https://doi.org/10.1038/s41588-018-0295-5
https://doi.org/10.1038/s41588-018-0295-5
https://doi.org/10.1038/s41588-018-0295-5
https://doi.org/10.1001/jama.2018.11100
https://doi.org/10.1001/jama.2018.11100
https://doi.org/10.1148/radiol.2018171820
https://doi.org/10.1148/radiol.2018171820
https://doi.org/10.1145/3065386
https://doi.org/10.1145/3065386
https://doi.org/10.1145/3065386
https://doi.org/10.1007/s11548-018-1742-6
https://doi.org/10.1007/s11548-018-1742-6
https://doi.org/10.1007/s11548-018-1742-6
https://doi.org/10.1093/bioinformatics/btw255
https://doi.org/10.1093/bioinformatics/btw255
https://doi.org/10.1093/bioinformatics/btw255
https://doi.org/10.1371/journal.pone.0178751
https://doi.org/10.1371/journal.pone.0178751
https://doi.org/10.1371/journal.pone.0178751
https://doi.org/10.1093/nar/gkw226
https://doi.org/10.1093/nar/gkw226
https://doi.org/10.1093/nar/gkw226
https://doi.org/10.1007/978-3-319-21233-3_6
https://doi.org/10.1007/978-3-319-21233-3_6
https://doi.org/10.1007/978-3-319-21233-3_6
https://doi.org/10.1007/978-3-319-21233-3_6
https://doi.org/10.1109/BIBM.2015.7359871
https://doi.org/10.1109/BIBM.2015.7359871
https://doi.org/10.1109/BIBM.2015.7359871
https://doi.org/10.1109/BIBM.2015.7359871
https://doi.org/10.1109/BIBM.2015.7359871
https://doi.org/10.1128/mSystems.00025-15
https://doi.org/10.1128/mSystems.00025-15
https://doi.org/10.1128/mSystems.00025-15
https://doi.org/10.1128/mSystems.00025-15
https://doi.org/10.1186/s13059-017-1233-z
https://doi.org/10.1186/s13059-017-1233-z
https://doi.org/10.1186/s13059-017-1233-z
https://doi.org/10.3892/ijo.2020.5063
https://doi.org/10.3892/ijo.2020.5063
https://doi.org/10.3892/ijo.2020.5063
https://doi.org/10.1016/j.wpi.2018.07.002
https://doi.org/10.1016/j.wpi.2018.07.002
https://doi.org/10.1016/j.wpi.2018.07.002
https://doi.org/10.1016/j.wpi.2018.07.002
https://doi.org/10.1016/j.wpi.2018.07.002
https://doi.org/10.1016/S0092-8674(03)01018-3
https://doi.org/10.1016/S0092-8674(03)01018-3
https://doi.org/10.1016/S0092-8674(03)01018-3
https://doi.org/10.1007/978-3-319-59147-6_5
https://doi.org/10.1007/978-3-319-59147-6_5
https://doi.org/10.1007/978-3-319-59147-6_5
https://doi.org/10.1007/978-3-319-59147-6_5
https://doi.org/10.1186/s12859-015-0852-1
https://doi.org/10.1186/s12859-015-0852-1
https://doi.org/10.1186/s12859-015-0852-1
https://doi.org/10.1093/bioinformatics/btw074
https://doi.org/10.1093/bioinformatics/btw074
https://doi.org/10.1093/bioinformatics/btw074
https://doi.org/10.1093/bioinformatics/btw427
https://doi.org/10.1093/bioinformatics/btw427
https://doi.org/10.1093/bioinformatics/btw427
https://doi.org/10.1142/9789813207813_0025
https://doi.org/10.1142/9789813207813_0025
https://doi.org/10.1142/9789813207813_0025
https://doi.org/10.1038/nbt.4235
https://doi.org/10.1038/nbt.4235
https://doi.org/10.1093/nar/gkz808
https://doi.org/10.1093/nar/gkz808
https://doi.org/10.1093/nar/gkz808
https://doi.org/10.1093/nar/gkz808
https://doi.org/10.1016/j.celrep.2019.11.017
https://doi.org/10.1016/j.celrep.2019.11.017


Y. A. Abass and S. A. Adeshina / Journal of Artificial Intelligence for Medical Sciences 2(1-2) 1–11 11

[39] M. Liang, Z. Li, T. Chen, J. Zeng, Integrative data analysis of multi-
platform cancer data with a multimodal deep learning approach,
IEEE/ACM Trans. Comput. Biol. Bioinf. 12 (2014),928–937.

[40] B. Azarkhalili, A. Saberi, H. Chitsaz, A. Sharifi-Zarchi, Deepathol-
ogy: deep Multi-task Learning for inferring Molecular pathology
from cancer transcriptome, Sci. Rep. 9 (2019), 1–14.

[41] G. Gan, C. Ma, J. Wu, Data Clustering: Theory, Algorithms, and
Applications, SIAM, 2020.

[42] J. Tan, M. Ung, C. Cheng, C.S. Greene, Unsupervised feature con-
struction and knowledge extraction from genome-wide assays of
breast cancer with denoising autoencoders, in Pacific Symposium
on Biocomputing Co-Chairs, World Scientific, 2014, pp. 132–143.

[43] D.L. Barbour, Precision medicine and the cursed dimensions, NPJ
Digital Med. 2 (2019), 1–2.

[44] L. Wang, Y. Wang, Q. Chang, Feature selection methods for big
data bioinformatics: A survey from the search perspective, Meth-
ods. 111 (2016), 21–31.

[45] S. Al-Stouhi, C.K. Reddy, Transfer learning for class imbal-
ance problems with inadequat data, Knowl. Inf. Syst. 48 (2016),
201–228.

[46] S. Al-Stouhi, C.K. Reddy, Disciplined approach to neural, US
Naval Research Laboratory Technical Report 5510-026, ArXiv:
1803.09820 v2 [Cs. lg], 2018.

https://doi.org/10.1109/TCBB.2014.2377729
https://doi.org/10.1109/TCBB.2014.2377729
https://doi.org/10.1109/TCBB.2014.2377729
https://doi.org/10.1038/s41598-019-52937-5
https://doi.org/10.1038/s41598-019-52937-5
https://doi.org/10.1038/s41598-019-52937-5
https://doi.org/10.1142/9789814644730_0014
https://doi.org/10.1142/9789814644730_0014
https://doi.org/10.1142/9789814644730_0014
https://doi.org/10.1142/9789814644730_0014
https://doi.org/10.1038/s41746-019-0081-5
https://doi.org/10.1038/s41746-019-0081-5
https://doi.org/10.1016/j.ymeth.2016.08.014
https://doi.org/10.1016/j.ymeth.2016.08.014
https://doi.org/10.1016/j.ymeth.2016.08.014
https://doi.org/10.1007/s10115-015-0870-3
https://doi.org/10.1007/s10115-015-0870-3
https://doi.org/10.1007/s10115-015-0870-3

	Deep Learning Methodologies for Genomic Data Prediction: Review
	1. INTRODUCTION
	2. DL ARCHITECTURE FOR GENOMIC
	2.1. Artificial Neural Network
	2.2. Convolutional Neural Network
	2.3. Recurrent Neural Network
	2.4. Autoencoder

	3. UPCOMING ARCHITECTURES
	3.1. Enhancement of Classical Models
	3.2. Deep Hybrid Architecture

	4. RESOURCES AND METHODOLOGIES
	5. EXPRESSING GENE
	5.1. Characterization of Gene Expression

	6. LIMITATIONS OF DL MODEL IN GENOMIC
	6.1. The Curse of Dimensionality
	6.2. Class Imbalance
	6.3. Heterogeneity of Data
	6.4. Interpretation of Model
	6.5. Parameter and Hyperparameter Tunning

	7. FUTURE PERSPECTIVE
	8. CONCLUSION


